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Audio Source Separation Quality Evaluation

n SDR, SIR, SAR are not defined on evaluation frames with:
• Silent target source
• Silent prediction

n How much energy is in the prediction, when target is silent?
• Predicted Energy at Silence (PES)

n When the prediction is silent, how much energy is in the target?
• Energy at Predicted Silence (EPS)
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A3.1

binarize

squeeze

pad

Ground truth vocals spectrogram

Sum

Total magnitude

n With voice activity information:
• Improvement regarding silent parts
• Standard metrics not improved

n The model could exploit this weak
side information

SDR SAR SIR PES EPS

BL1 2.98 6.41 7.99 -44.89 -25.58
BL2 3.33 6.33 7.78 -43.78 -22.96

A3.1 3.16 6.17 7.75 -85.20 -34.53

Table 1: Evaluation results in dB for vocals
on the MUSDB18 test set.
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Figure 2: Source separation evaluation results. For SDR, SAR, SIR higher values are better, while for PES and EPS lower values are better.
BL: baseline, VM: vocal magnitude side information, B: binary side information. The ’+’ indicates use of additional training data.
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Figure 3: Attention weights ↵ containing alignment information.
The side information is shown vertically on the left of ↵ and the true
vocals spectrogram below. Lighter color indicates higher values.

represents the median over all evaluation frames of one test song
following the procedure described in Section 3. The box extends
from lower to upper quartile with the line inside representing the
median and the whiskers extend over the whole data range. Please
note that for the proposed PES and EPS metric lower values are
better, while for the standard metrics higher values are better.

The baselines BL1 and BL2 achieve a median SDR of 3.0 dB
and 3.33 dB respectively, which, given the amount of training data
and simplicity of the model, can be considered an appropriate base-
line. The improvement of BL2 over BL1 is due to extended learn-
ing and computation capacity in form of the attention mechanism
and side information encoder. Adding only 65 more songs to the
training set (BL2+) improves performance on all metrics so that the
baseline would have only been outperformed by models trained on
much more data in the SiSEC 2018 [5].

The use of all types of side information considerably improves
a) performance on silent vocal frames resulting in a much lower
PES and b) predicting silence at the right time resulting in a lower
EPS. In case of VM1 and VM2, the SDR and SIR are also im-
proved, while with the binary vocal activity side information the
standard metrics do not change much compared to the baselines.
These observations are in line with [24]. For frames with high vo-
cal energy, a lot of information about the vocals is already contained
in the mixture. Consequently, the binary side information does not
add information for these frames, while the vocal magnitude infor-
mation does. For frames with silent or near-silent vocals, any other
source can potentially be mistaken as vocals leading to wrong pre-

dictions. In this case the binary information is useful to understand
the alternations between vocal activity and non-activity. The fact
that VM2 performs slightly better than VM1 can be explained by
the data augmentation effect of the random padding in VM2.

In general, it is not surprising that additional information leads
to better separation results. Our contribution lies rather in the fact
that the proposed model can exploit such information despite its
weakness. Note that the binary side information types carry less
information than a musical score.

In addition to improving source separation performance by ex-
ploiting weak side information, the proposed model also provides
an alignment estimation between the side information and the mix-
ture through the attention weights. In Figure 3 the attention weights
↵ are shown for experiments VM2 and B3.1 for one fragment of the
MUSDB18 test track Schoolboy Fascination, which is also available
as audio example. On the left of each matrix ↵ the corresponding
side information is depicted vertically with time step m. Below ↵

the true vocals spectrogram is shown with frequency bands f and
time frames n. The lighter the color at point (n,m) the more the
side information element at m is taken into account for producing
the prediction at time step n. For VM2 a very exact alignment to
the mixture is learned, it becomes a bit blurry at the silent vocal
part, where the side information contains low and therefore similar
values. For B3.1 the model learned to look at ones and zeros at the
right time, although the sub-sequences are much shorter than the
corresponding parts in the true vocals. The model learned to never
look at the padding values. The attention weights ↵ show that the
model has indeed learned to find the relevant side information at
each time step without any pre-alignment.

6. CONCLUSION

In this paper, we proposed a model that includes weak side infor-
mation via attention during audio source separation. We demon-
strated its capability not only to exploit weak side information for
source separation but also to align it on the mixture as a byproduct.
This can increase the usability of side information such as scores
or lyrics transcripts, that previously suffered from inaccurate pre-
alignments. As a proof of concept, we conducted experiments with
artificial side information. Moreover, we refined a previous solu-
tion regarding separation quality evaluation for signal frames with a
silent target or prediction in order to enable assessment of the entire
signal. In the future, we plan to extend our work to scores and lyrics
as side information.

Side information

True vocals
spectrogram
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Figure 2: Source separation evaluation results. For SDR, SAR, SIR higher values are better, while for PES and EPS lower values are better.
BL: baseline, VM: vocal magnitude side information, B: binary side information. The ’+’ indicates use of additional training data.
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and side information encoder. Adding only 65 more songs to the
training set (BL2+) improves performance on all metrics so that the
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weakness. Note that the binary side information types carry less
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In addition to improving source separation performance by ex-
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↵ are shown for experiments VM2 and B3.1 for one fragment of the
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time frames n. The lighter the color at point (n,m) the more the
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the prediction at time step n. For VM2 a very exact alignment to
the mixture is learned, it becomes a bit blurry at the silent vocal
part, where the side information contains low and therefore similar
values. For B3.1 the model learned to look at ones and zeros at the
right time, although the sub-sequences are much shorter than the
corresponding parts in the true vocals. The model learned to never
look at the padding values. The attention weights ↵ show that the
model has indeed learned to find the relevant side information at
each time step without any pre-alignment.

6. CONCLUSION

In this paper, we proposed a model that includes weak side infor-
mation via attention during audio source separation. We demon-
strated its capability not only to exploit weak side information for
source separation but also to align it on the mixture as a byproduct.
This can increase the usability of side information such as scores
or lyrics transcripts, that previously suffered from inaccurate pre-
alignments. As a proof of concept, we conducted experiments with
artificial side information. Moreover, we refined a previous solu-
tion regarding separation quality evaluation for signal frames with a
silent target or prediction in order to enable assessment of the entire
signal. In the future, we plan to extend our work to scores and lyrics
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represents the median over all evaluation frames of one test song
following the procedure described in Section 3. The box extends
from lower to upper quartile with the line inside representing the
median and the whiskers extend over the whole data range. Please
note that for the proposed PES and EPS metric lower values are
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The baselines BL1 and BL2 achieve a median SDR of 3.0 dB
and 3.33 dB respectively, which, given the amount of training data
and simplicity of the model, can be considered an appropriate base-
line. The improvement of BL2 over BL1 is due to extended learn-
ing and computation capacity in form of the attention mechanism
and side information encoder. Adding only 65 more songs to the
training set (BL2+) improves performance on all metrics so that the
baseline would have only been outperformed by models trained on
much more data in the SiSEC 2018 [5].
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PES and b) predicting silence at the right time resulting in a lower
EPS. In case of VM1 and VM2, the SDR and SIR are also im-
proved, while with the binary vocal activity side information the
standard metrics do not change much compared to the baselines.
These observations are in line with [24]. For frames with high vo-
cal energy, a lot of information about the vocals is already contained
in the mixture. Consequently, the binary side information does not
add information for these frames, while the vocal magnitude infor-
mation does. For frames with silent or near-silent vocals, any other
source can potentially be mistaken as vocals leading to wrong pre-

dictions. In this case the binary information is useful to understand
the alternations between vocal activity and non-activity. The fact
that VM2 performs slightly better than VM1 can be explained by
the data augmentation effect of the random padding in VM2.

In general, it is not surprising that additional information leads
to better separation results. Our contribution lies rather in the fact
that the proposed model can exploit such information despite its
weakness. Note that the binary side information types carry less
information than a musical score.

In addition to improving source separation performance by ex-
ploiting weak side information, the proposed model also provides
an alignment estimation between the side information and the mix-
ture through the attention weights. In Figure 3 the attention weights
↵ are shown for experiments VM2 and B3.1 for one fragment of the
MUSDB18 test track Schoolboy Fascination, which is also available
as audio example. On the left of each matrix ↵ the corresponding
side information is depicted vertically with time step m. Below ↵

the true vocals spectrogram is shown with frequency bands f and
time frames n. The lighter the color at point (n,m) the more the
side information element at m is taken into account for producing
the prediction at time step n. For VM2 a very exact alignment to
the mixture is learned, it becomes a bit blurry at the silent vocal
part, where the side information contains low and therefore similar
values. For B3.1 the model learned to look at ones and zeros at the
right time, although the sub-sequences are much shorter than the
corresponding parts in the true vocals. The model learned to never
look at the padding values. The attention weights ↵ show that the
model has indeed learned to find the relevant side information at
each time step without any pre-alignment.

6. CONCLUSION

In this paper, we proposed a model that includes weak side infor-
mation via attention during audio source separation. We demon-
strated its capability not only to exploit weak side information for
source separation but also to align it on the mixture as a byproduct.
This can increase the usability of side information such as scores
or lyrics transcripts, that previously suffered from inaccurate pre-
alignments. As a proof of concept, we conducted experiments with
artificial side information. Moreover, we refined a previous solu-
tion regarding separation quality evaluation for signal frames with a
silent target or prediction in order to enable assessment of the entire
signal. In the future, we plan to extend our work to scores and lyrics
as side information.
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Figure 2: Source separation evaluation results. For SDR, SAR, SIR higher values are better, while for PES and EPS lower values are better.
BL: baseline, VM: vocal magnitude side information, B: binary side information. The ’+’ indicates use of additional training data.
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represents the median over all evaluation frames of one test song
following the procedure described in Section 3. The box extends
from lower to upper quartile with the line inside representing the
median and the whiskers extend over the whole data range. Please
note that for the proposed PES and EPS metric lower values are
better, while for the standard metrics higher values are better.

The baselines BL1 and BL2 achieve a median SDR of 3.0 dB
and 3.33 dB respectively, which, given the amount of training data
and simplicity of the model, can be considered an appropriate base-
line. The improvement of BL2 over BL1 is due to extended learn-
ing and computation capacity in form of the attention mechanism
and side information encoder. Adding only 65 more songs to the
training set (BL2+) improves performance on all metrics so that the
baseline would have only been outperformed by models trained on
much more data in the SiSEC 2018 [5].

The use of all types of side information considerably improves
a) performance on silent vocal frames resulting in a much lower
PES and b) predicting silence at the right time resulting in a lower
EPS. In case of VM1 and VM2, the SDR and SIR are also im-
proved, while with the binary vocal activity side information the
standard metrics do not change much compared to the baselines.
These observations are in line with [24]. For frames with high vo-
cal energy, a lot of information about the vocals is already contained
in the mixture. Consequently, the binary side information does not
add information for these frames, while the vocal magnitude infor-
mation does. For frames with silent or near-silent vocals, any other
source can potentially be mistaken as vocals leading to wrong pre-

dictions. In this case the binary information is useful to understand
the alternations between vocal activity and non-activity. The fact
that VM2 performs slightly better than VM1 can be explained by
the data augmentation effect of the random padding in VM2.

In general, it is not surprising that additional information leads
to better separation results. Our contribution lies rather in the fact
that the proposed model can exploit such information despite its
weakness. Note that the binary side information types carry less
information than a musical score.

In addition to improving source separation performance by ex-
ploiting weak side information, the proposed model also provides
an alignment estimation between the side information and the mix-
ture through the attention weights. In Figure 3 the attention weights
↵ are shown for experiments VM2 and B3.1 for one fragment of the
MUSDB18 test track Schoolboy Fascination, which is also available
as audio example. On the left of each matrix ↵ the corresponding
side information is depicted vertically with time step m. Below ↵

the true vocals spectrogram is shown with frequency bands f and
time frames n. The lighter the color at point (n,m) the more the
side information element at m is taken into account for producing
the prediction at time step n. For VM2 a very exact alignment to
the mixture is learned, it becomes a bit blurry at the silent vocal
part, where the side information contains low and therefore similar
values. For B3.1 the model learned to look at ones and zeros at the
right time, although the sub-sequences are much shorter than the
corresponding parts in the true vocals. The model learned to never
look at the padding values. The attention weights ↵ show that the
model has indeed learned to find the relevant side information at
each time step without any pre-alignment.

6. CONCLUSION

In this paper, we proposed a model that includes weak side infor-
mation via attention during audio source separation. We demon-
strated its capability not only to exploit weak side information for
source separation but also to align it on the mixture as a byproduct.
This can increase the usability of side information such as scores
or lyrics transcripts, that previously suffered from inaccurate pre-
alignments. As a proof of concept, we conducted experiments with
artificial side information. Moreover, we refined a previous solu-
tion regarding separation quality evaluation for signal frames with a
silent target or prediction in order to enable assessment of the entire
signal. In the future, we plan to extend our work to scores and lyrics
as side information.
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and simplicity of the model, can be considered an appropriate base-
line. The improvement of BL2 over BL1 is due to extended learn-
ing and computation capacity in form of the attention mechanism
and side information encoder. Adding only 65 more songs to the
training set (BL2+) improves performance on all metrics so that the
baseline would have only been outperformed by models trained on
much more data in the SiSEC 2018 [5].

The use of all types of side information considerably improves
a) performance on silent vocal frames resulting in a much lower
PES and b) predicting silence at the right time resulting in a lower
EPS. In case of VM1 and VM2, the SDR and SIR are also im-
proved, while with the binary vocal activity side information the
standard metrics do not change much compared to the baselines.
These observations are in line with [24]. For frames with high vo-
cal energy, a lot of information about the vocals is already contained
in the mixture. Consequently, the binary side information does not
add information for these frames, while the vocal magnitude infor-
mation does. For frames with silent or near-silent vocals, any other
source can potentially be mistaken as vocals leading to wrong pre-

dictions. In this case the binary information is useful to understand
the alternations between vocal activity and non-activity. The fact
that VM2 performs slightly better than VM1 can be explained by
the data augmentation effect of the random padding in VM2.

In general, it is not surprising that additional information leads
to better separation results. Our contribution lies rather in the fact
that the proposed model can exploit such information despite its
weakness. Note that the binary side information types carry less
information than a musical score.

In addition to improving source separation performance by ex-
ploiting weak side information, the proposed model also provides
an alignment estimation between the side information and the mix-
ture through the attention weights. In Figure 3 the attention weights
↵ are shown for experiments VM2 and B3.1 for one fragment of the
MUSDB18 test track Schoolboy Fascination, which is also available
as audio example. On the left of each matrix ↵ the corresponding
side information is depicted vertically with time step m. Below ↵

the true vocals spectrogram is shown with frequency bands f and
time frames n. The lighter the color at point (n,m) the more the
side information element at m is taken into account for producing
the prediction at time step n. For VM2 a very exact alignment to
the mixture is learned, it becomes a bit blurry at the silent vocal
part, where the side information contains low and therefore similar
values. For B3.1 the model learned to look at ones and zeros at the
right time, although the sub-sequences are much shorter than the
corresponding parts in the true vocals. The model learned to never
look at the padding values. The attention weights ↵ show that the
model has indeed learned to find the relevant side information at
each time step without any pre-alignment.

6. CONCLUSION

In this paper, we proposed a model that includes weak side infor-
mation via attention during audio source separation. We demon-
strated its capability not only to exploit weak side information for
source separation but also to align it on the mixture as a byproduct.
This can increase the usability of side information such as scores
or lyrics transcripts, that previously suffered from inaccurate pre-
alignments. As a proof of concept, we conducted experiments with
artificial side information. Moreover, we refined a previous solu-
tion regarding separation quality evaluation for signal frames with a
silent target or prediction in order to enable assessment of the entire
signal. In the future, we plan to extend our work to scores and lyrics
as side information.



Conclusion
n Novel model for informed source separation

n Alignment of side information is learned by training for the 
separation task

n Also silent frames need to be evaluated for source separation
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